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ABSTRACT: Periodic density functional theory calculations
are employed to determine the reaction energetics of formic
acid decomposition on Ag, Cu, Pd, Pt, and Rh surfaces. We
also extend the study to other transition-metal surfaces by
scaling the adsorption energies of the reaction species with two
independent descriptors: CO and OH adsorption energies. A
microkinetic model is then developed to derive the kinetics of
formic acid decomposition from the energy parameters. By
incorporating the scaling relations in the microkinetic model,
the turnover frequencies for formic acid decomposition over
the transition-metal surfaces are described as functions of the
two descriptors. The variations in catalytic activity and selectivity from one metal surface to another, which are obtained from the
first principles analysis, are in qualitative agreement with those obtained experimentally. The interpolation concept of adsorption
energy is finally used to conveniently identify potentially interesting alloy catalysts for formic acid decomposition.
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1. INTRODUCTION

Hydrogen is a promising energy carrier that can be used to
generate electricity in fuel cells without pollution.1,2 However,
to implement this fuel-cell-based hydrogen economy, practical
solutions to controlled storage and release of hydrogen are
essential.2,3 Presently, hydrogen storage has been achieved by
compressing the gas at high pressures, liquefying it at low
temperatures, and storing it in the form of chemical/metal
hydrides. However, all these methods suffer from a loss of
hydrogen, safety issues, and low energy densities.4,5

Recently, formic acid has been suggested as a suitable
material for hydrogen storage.6,7 It contains 4.4 wt % of
hydrogen with a volumetric capacity of 53.4 g/L at standard
temperature and pressure (STP). Although its hydrogen
content falls short of the milestones set by the U.S. Department
of Energy for 2010 (5.5 wt %), its volumetric capacity surpasses
that of most other storage materials used today.6 Hydrogen
stored in formic acid can be released on demand by
decomposing formic acid into H2 and CO2.

8 If formic acid
can be produced via CO2 hydrogenation, a carbon-neutral
hydrogen storage cycle can be achieved.9,10 However, to
develop formic acid as a hydrogen storage material, we first
must find catalyst materials that can actively decompose formic
acid to H2 and CO2.
Previous studies have shown that some precious metals are

highly active for formic acid decomposition.11,12 For example,
Solymosi and co-workers13 investigated formic acid decom-

position over a range of monometallic catalysts containing
various precious metals (Ir, Pd, Pt, Ru, or Rh supported on
carbon) at 423 K. All their catalysts showed promising
activities, to various extents. When the performance of different
catalysts was compared, the activity trends of Ir ≈ Pt ≈ Pd > Ru
> Rh were observed. However, these trends may not reflect the
intrinsic catalytic properties of the precious metals, because the
metal dispersion of the catalysts was different, ranging from
5.6% to 26.1%.
For direct applications in fuel cells, formic acid needs to be

decomposed via dehydrogenation (HCOOH → H2 + CO2)
rather than via dehydration (HCOOH → H2O + CO) such
that virtually CO-free hydrogen is produced. Many researchers
have tried to achieve this by adding secondary metals to some
precious metals. The improvements in hydrogen selectivity
were particularly significant for Pd−Au14,15 and Pd−Ag16,17
catalysts, which produced H2 with <100 ppm CO under
ambient conditions. However, these catalysts are heavily based
on expensive elements, and we must find alternative catalyst
materials that are not only active and selective for formic acid
dehydrogenation but also economically viable.
In this study, a theoretical analysis was used to identify

alternative catalyst materials that can be used to decompose
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formic acid into H2 and CO2 under ambient conditions.
Periodic density functional theory (DFT) calculations were
employed to gain insights into the energetics of formic acid
decomposition on Ag, Cu, Pd, Pt, and Rh surfaces.18−21 A
microkinetic model was also used to obtain the kinetics of
formic acid decomposition over the transition-metal surfaces.
The catalytic activities and selectivities of other transition-metal
surfaces were then predicted using the “descriptors” found by
scaling the calculated adsorption energies of the reaction
species.22,23 The variations in catalytic activity and selectivity
from one metal surface to the next were finally compared to
several experimental observations.

2. COMPUTATIONAL METHODS
DFT calculations were performed using the Dacapo code,24

which implements plane waves to describe the valence
electrons. Vanderbilt ultrasoft pseudo-potentials25 were used
to represent the ionic cores, and the RPBE functional26 was
used to describe the exchange and correlation effects of the
electrons. All calculations were carried out with a kinetic energy
cutoff of 340 eV and a density energy cutoff of 500 eV. The self-
consistent electron density was determined by iterative
diagonalization of the Kohn−Sham Hamiltonian, with the
occupation of the Kohn−Sham states being smeared according
to a Fermi−Dirac distribution with a smearing factor of kBT =
0.1 eV, and the Pulay mixing of the resulting electron
densities.27

Face-centered cubic (FCC(111) and FCC(211)) surfaces
were modeled by periodic super cells containing three (or in
some cases, four) atomic layers in the direction perpendicular
to the surfaces. A (3 × 3) super cell was used for (111) slab
models, and a (1 × 3) super cell was used for (211) slab
models. The vertical distance between the slab models was 12
Å. The topmost atomic layer of the three-atomic-layer slab
model (or, in some cases, the top two layers of the four-atomic-
layer slab model), together with the adsorbates, was allowed to
relax whereas the remaining two atomic layers were fixed in
their bulk positions. For all calculations, 4 × 4 × 1 Monkhorst−
Pack k-point sampling28 was used to model the first Brillouin
zone. Convergence of the adsorption energy, with respect to
the k-point sampling and slab thickness, has been confirmed
(see Table S9 in the Supporting Information). The
convergence criterion for structural optimization was a
maximum force of 0.05 eV/Å per atom, i.e., the force on
each individual atom was <0.05 eV/Å.29

The vibrational frequencies, which are needed to determine
zero-point energies and entropies, were calculated in the
harmonic normal-mode approximation. They were calculated
for a single surface, i.e., Cu(211), and were assumed to be
constant for all others. This approximation has been justified
because the variations in zero-point energy and entropic
contribution were small, compared to the variation in electronic
energy (see Table S1 in the Supporting Information).20 The
transition states were determined using either the fixed bond-
length method,23 in which the distance between the involved
atoms was increased until a first-order saddle point was
reached, or the nudged elastic band (NEB) approach.30

Recently, it has been shown that the newly developed
BEEF−van der Waals (BEEF−vdW) functional31 yields a better
description of CO2 hydrogenation to methanol on Cu(211),
compared to the RPBE functional.32 According to the
reference, the BEEF−vdW functional was more accurate than
the RPBE functional because it could address the vdW

interaction, in addition to chemical bond formation. Since
many of the reaction species involved in CO2 hydrogenation to
methanol are also involved in formic acid decomposition, it
would have been better to use the BEEF−vdW functional than
the RPBE functional in this study as well.
Given that the RPBE functional was used in this study,

however, we had to address the vdW interaction in addition to
chemisorption by making an empirical correction to the RPBE-
calculated adsorption energies. The vdW-correction scheme
was established based on the changes in adsorption energy
observed for a single surface, i.e., Cu(211), when the RPBE
functional was replaced with the BEEF−vdW functional in
DFT calculations (see Table S10 in the Supporting
Information). This manner of addressing the vdW interaction,
i.e., independent of the catalyst surface, is only to a first
approximation for surfaces other than Cu(211). However, it has
been shown to be valid as the vdW-correction of the RPBE-
calculated adsorption energies resulted in better agreement
with experiments, compared to the case without the vdW-
correction (see Tables S12 and S13, as well as Figure S2, in the
Supporting Information).
We finally note here that the total energies of gas-phase

molecules were corrected using the procedures described in our
previous work.32,33 This had to be done to ensure a good
description of the energetics of the overall reactions.

3. RESULTS AND DISCUSSION
Scheme 1 shows the mechanism of formic acid decomposition
considered in this study. Formic acid decomposition was

initiated by activating either the O−H or C−H bond of the
HCOOH to form formate (HCOO*) or carboxyl (COOH*)
species on the surface. Activating the C−O bond of HCOOH
to form formyl (CHO*) species on the surface was excluded
from the mechanism, because it can be regarded as being
energetically unfavorable, compared to activating either the O−
H or C−H bond of HCOOH.34−36 Bidentate formate
(HCOOB*), in which both oxygen atoms bind to the substrate,
was found to be more stable than the monodentate formate
(HCOOM*), in which one oxygen atom binds to the substrate.
For COOH* that binds to the substrate through the carbon
atom, trans-COOH* was found to be more stable than cis-
COOH*. Three different reaction pathways to form CO2 were
considered: one via C−H bond cleavage of HCOOB*; one via
C−H bond cleavage of HCOOM* that has been formed by
decoordination of HCOOB*; and the other via O−H bond
cleavage of trans-COOH*. On the other hand, there was only
one reaction pathway to form CO*, which was via C−O bond

Scheme 1. The Reaction Mechanism of Formic Acid
Decompositiona

aReaction species shown in italic font are the transition states, and
those marked with an asterisk (*) are the reaction intermediates
adsorbed on the surface.
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cleavage of COOH*. The pathway of forming CO* from
HCOO* was not considered because it requires simultaneous
cleaving of C−H and C−O bonds of HCOO*. In summary,
four different reaction pathways were considered for formic
acid decomposition: H−COOB*, H−COOM*, and COO-H*
pathways, which produced CO2 and H2 (dehydrogenation),
and the OC−OH* pathway, which produced CO and H2O
(dehydration). The mechanistic choices we made here are in
fair agreement with those made by others.37−39 To help the
reader visualize the reaction pathways, structural information
about the transition states is provided in Tables S16 and S17 in
the Supporting Information.
The RPBE functional was used to calculate the energetics of

different reaction pathways for formic acid decomposition on
five stepped surfaces (i.e., Ag(211), Cu(211), Pd(211),
Pt(211), and Rh(211)) and three close-packed surfaces (i.e.,
Cu(111), Pd(111), and Pt(111)). All calculation results are
shown in Tables S1−S8 in the Supporting Information. Here,
we show the energetics for Pd(211) and Ag(211) in Figures 1a
and 1b, respectively. A comparison between the two figures

indicates that Pd(211) has relatively low free-energy barriers,
compared to Ag(211). This agrees with previous experiments
that Pd catalysts are highly active for formic acid decom-
position.13 Interestingly, dehydrogenation was preferred to
dehydration on all of the surfaces that we investigated, although
the minimum energy pathway (MEP) varied, depending on the
surface. The MEP occurred via COO−H* on Pd(211),
Pt(211), Pd(111), and Pt(111), via H−COOM* on Ag(211),
Cu(211), and Rh(211), and via H−COOB* on Cu(111).
However, we should be careful not to conclude that the
reaction always proceeds via the MEP, because the surface can
be poisoned by the strongly bound intermediates that are
formed along the MEP. Comparing the energetics of different
reaction pathways does not provide information about the
availability of free adsorption sites that are required to
decompose the surface species. This information can only be
obtained by a detailed microkinetic analysis.
We extended the study to other transition-metal surfaces by

establishing trends in the calculated adsorption energies of the
reaction species from one metal surface to another. This was

Figure 1. Gibbs energy diagram for formic acid decomposition on (a) Pd(211) and (b) Ag(211), calculated using the RPBE functional. All energies
were vdW-corrected and were taken relative to the energy of formic acid in the gas phase. Species marked with an asterisk (*) are adsorbed on the
surface. The H−COOB*, H−COOM*, and COO−H* pathways for formic acid dehydrogenation are depicted by the dashed blue line, the solid blue
line, and the dashed red line, respectively, whereas the OC−OH* pathway for formic acid dehydration is depicted as a solid black line. Gibbs free
energies were calculated using ΔG = ΔEads + ΔEZPE − TΔS (T = 400 K), where ΔEads, ΔEZPE, and ΔS represent the changes in adsorption energy,
zero-point energy, and entropy, respectively.
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done using the adsorption energy scaling law that can be stated
as follows: the adsorption energy of an adsorbate that binds to a
surface through atom A correlates linearly with the adsorption
energy of atom A on the surface.40,41 In the case of formic acid
decomposition, all reaction species except hydrogen bind to the
surface through the carbon atom and/or the oxygen atom.
Accordingly, we can scale their adsorption energies with the
carbon and/or oxygen adsorption energies. For hydrogen, we
can exploit the fact that hydrogen adsorption energies correlate
well with carbon adsorption energies.20 In summary, we can
scale all adsorption energies of the reaction species involved in
formic acid decomposition with carbon and/or oxygen
adsorption energies. In this study, however, we decided to
scale them with CO and/or OH adsorption energies (ΔECO
and/or ΔEOH), because both CO and OH are already involved
in the reaction mechanism, and their adsorption energies are
known to correlate well with carbon and oxygen adsorption
energies, respectively.23,42

Figure 2 shows the scaling relations obtained when we scaled
the adsorption energies of the reaction species adsorbed on
Ag(211), Cu(211), Pd(211), Pt(211), Rh(211), Cu(111),
Pd(111), and Pt(111) with ΔECO and/or ΔEOH. Interestingly,
the scaling relations obtained for individual species were found
to be approximately independent of whether the surface
structure is (211) or (111). This coincides with our previous
finding that the transition-state scaling relations are very similar
over the stepped and close-packed surfaces for AHx
dehydrogenation (A = C, N, or O).42 However, it is still not
quite intuitive to find that the scaling relations are independent
of the surface structure for not just the transition states but also
the reaction intermediates, because geometric effects cannot be
completely absent for some adsorbates. Nevertheless, for the
sake of simplicity, we intended to use the same scaling relations
to estimate the adsorption energies of the reaction species
adsorbed on other (211) and (111) surfaces by obtaining two
independent descriptors per surface: ΔECO and ΔEOH.
The kinetics of different reaction pathways for formic acid

decomposition were obtained from the self-consistent steady-
state solution to a microkinetic model that was built to include
all reaction steps shown in Scheme 1. The reaction rates of the
elementary reactions were described based on the mean field
approximation, and harmonic transition state theory was used
to derive the prefactors of the Arrhenius-type relations (see the
Supporting Information for details).20,43,44 The reaction
conditions used in the microkinetic model were T = 400 K
and P = 1 bar with ∼1% approach to equilibrium toward H2
and CO2 (97% HCOOH, 1% H2, 1% CO2, 1% H2O, and 100
ppm CO). Finally, we have accounted for the overbinding of
CO in DFT by adding 0.25 eV to the scaling relation obtained
for CO when this was incorporated in the microkinetic
model.29 In connection with the scaling relations, our
microkinetic model calculates the turnover frequencies
(TOFs) for formic acid decomposition as functions of ΔECO
and ΔEOH.
Figure 3a shows the logarithms of the calculated TOFs for

H2 + CO2 production from formic acid decomposition over
various transition-metal surfaces. Volcano-shaped relations were
obtained when the logarithms of the TOFs were mapped as
functions of ΔECO and ΔEOH. As expected from previous
experimental studies,13 the five precious metals (Ir, Pd, Pt, Ru,
and Rh) were calculated to show high rates for hydrogen
production. However, we have found that these precious metals
are not at the top of the activity volcano, and there can be other

materials that exhibit even higher activity if they were to bind
CO and/or OH slightly weaker than the precious metals. We
will now compare the catalytic activity trends of formic acid
decomposition obtained from our analysis with other
experimental observations reported in the literature.

Figure 2. Scaling relations of vdW-corrected adsorption energies of
the (a) reaction intermediates and the (b) transitions states adsorbed
on their most stable sites. On Pd(111), however, CO adsorbed on the
on-top site was used instead of CO adsorbed on the most stable site
(see Table S4 in the Supporting Information). All vdW-corrected
adsorption energies were taken relative to electronic energies of CH4,
H2, and H2O in the gas phase, and were plotted as functions of CO
and/or OH adsorption energies (ΔECO, ΔEOH) that were taken
relative to electronic energies of CO, H2, and H2O in the gas phase
without the vdW correction. Zero-point energies are not included. The
solid lines were obtained by the best fits through the eight data points;
the slopes and the intercepts of the fits as well as the values of x and y
in the x-axes are given in Tables S14 and S15 in the Supporting
Information.
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Previously, Ojeda et al. showed that highly dispersed gold
nanoparticles supported on Al2O3 can exhibit considerable
formic acid decomposition activity.45 The intrinsic catalytic
activity of the Au nanoparticles began to exceed that of the Pt
nanoparticles decreasing particle size. According to Figure 3a,
however, Au(211) is calculated to be less active than Pt(211)
and Pt(111), because it lies far out on the weak-binding side of
the activity volcano. We attribute the enhanced catalytic activity
of the gold nanoparticles to the quantum-size effect that is

existent in small gold clusters (<2.7 nm).46,47 For example, a
gold cluster of diameter 0.8 nm was calculated to bind CO and
OH far more strongly than Au(211),46 which brings it very
close to the top of the activity volcano.
Recently, highly dispersed Pd−Au14,15 and Pd−Ag16,17

binary alloys were demonstrated to be extremely active for
formic acid decomposition. We calculated ΔECO and ΔEOH for
the stepped sites of Pd−Au and Pd−Ag binary alloys and found
that these alloys are indeed at the top of the activity volcano. In

Figure 3. Theoretical activity volcanoes for (a) H2 + CO2 production and (b) H2O + CO production from formic acid. The logarithms of the
turnover frequencies (TOFs) were plotted as functions of CO and OH adsorption energies (ΔECO and ΔEOH) that were taken relative to electronic
energies of CO, H2, and H2O in the gas phase. The calculated ΔECO and ΔEOH for the stepped and terrace sites of selected transition metals are
depicted in white and black, respectively. The calculated ΔECO and ΔEOH for the stepped site (AB step) of Pd−Au and Pd−Ag(211) alloys (L12-type
A3B ordering) are depicted in yellow and green, respectively. The calculated ΔECO and ΔEOH for the terrace site of Cu3Pt(111) (L12-type A3B
ordering) are depicted in blue. The Au0.8 data point, which is depicted in gray, represents the calculated ΔECO and ΔEOH for the (111)-type facet of
a 13-atom gold cluster, the diameter of which is ∼0.8 nm. This data point was derived from the data presented in ref 46. We also note here that CO
adsorbed on the on-top site was used as a descriptor for Pd(111) instead of CO adsorbed on the most stable site (see Table S4 in the Supporting
Information). Finally, the error bars indicate an estimated error of 0.2 eV for ΔECO and ΔEOH, compared to their experimental values.
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fact, the most active heterogeneous catalyst ever reported for
formic acid decomposition was monodisperse 2.2 nm Pd−Ag
alloy nanoparticles.17 Interestingly, the calculated ΔECO and
ΔEOH for the Pd−Au and Pd−Ag binary alloys were found to
be intermediate between those of Pd and Au (or Ag).48−50 For
example, ΔECO and ΔEOH for Pd3Au(211) were interpolative of
those for Pd(211) and Au(211). This interpolation concept of
adsorption energy holds promise because we can now quickly
look for potentially interesting alloy catalysts by initially
carrying out a rough screening based on the adsorption
energies for the elemental metals.
Figure 3b shows the logarithms of the calculated TOFs for

H2O + CO production from formic acid decomposition, which
were also mapped as functions of ΔECO and ΔEOH. A

comparison between Figures 3a and 3b reveals that the
dehydrogenation reaction is faster than the dehydration
reaction on almost all transition-metal surfaces, by several
orders of magnitude. Accordingly, hydrogen selectivities were
calculated to be almost 1 for most of the surfaces, as shown in
Figure 4a. For direct applications in fuel cells, however, the CO
concentration in hydrogen feedstock must be reduced well
below 100 ppm.51 To take a closer look at the variations in the
CO concentration from one metal surface to another, we
calculated the logarithms of CO selectivities as functions of
ΔECO and ΔEOH, and the results are shown in Figure 4b. A gold
cluster 0.8 nm in diameter, and the stepped sites of the Pd−Au
and Pd−Ag binary alloys were all calculated to produce >100
ppm CO (CO selectivity = 10−4) under the reaction conditions

Figure 4. (a) Calculated H2 selectivities and (b) logarithms of the calculated CO selectivities, as functions of ΔECO and ΔEOH that were taken
relative to electronic energies of CO, H2 and H2O in the gas phase. H2 (or CO) selectivity is defined as the production rate of H2 + CO2 (or H2O +
CO) divided by the total rate of formic acid decomposition. The labels used in the figure are the same as those shown in the caption of Figure 3. The
error bars indicate an estimated error of 0.2 eV for ΔECO and ΔEOH, compared to their experimental values.
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used in our microkinetic model. It would be desirable to find
alternative catalyst materials that are more hydrogen-selective
but less expensive than the Au clusters or the Pd−Au, Pd−Ag
alloys.
The interpolation concept of adsorption energy was used to

look for other potentially interesting alloy catalysts, but only
within the set of data obtained thus far. Pt−Cu alloys have
attracted our attention, because the descriptor space between
Pt(211) and Cu(211) represents the region of low CO
selectivity in Figure 4b, and the region of high catalytic activity
in Figure 3a. We thus calculated ΔECO and ΔEOH for the
terrace site of Cu3Pt, and we found that our model estimates
this alloy to produce≪100 ppm CO (see Figure 4) while being
as active as the conventional precious metals (see Figure 3a).
The Cu3Pt alloy is particularly interesting, because it is
calculated to be thermodynamically stable, and it is not heavily
dependent on the rare-earth elements. While the Cu3Pt alloy is
a first example of a possible lead for a new material, we believe
that more candidates can be found using the methodology
presented in this study.

4. CONCLUSIONS

A theoretical analysis was conducted to investigate formic acid
decomposition with relevance to hydrogen storage. The
reaction energetics of formic acid decomposition were obtained
based on the vdW-corrected adsorption energies of the reaction
species adsorbed on five stepped surfaces (i.e., Ag(211),
Cu(211), Pd(211), Pt(211), and Rh(211)) and three close-
packed surfaces (i.e., Cu(111), Pd(111), and Pt(111)). Formic
acid decomposition was found to proceed via dehydrogenation
rather than dehydration, although the minimum energy
pathway varied, depending on the catalyst surface. The study
was also extended to other transition-metal surfaces by utilizing
the scaling relations that correlated the adsorption energies of
the reaction species with two independent descriptors: ΔECO
and ΔEOH. By incorporating the scaling relations in a
microkinetic model, two-dimensional volcano plots were
constructed, which showed the turnover frequencies (TOFs)
for H2 + CO2 production and H2O + CO production as
functions of the two descriptors. The catalytic activity trends
obtained in this study were consistent with many experimental
observations reported in the literature. We also constructed
volcano plots showing H2 selectivities and CO selectivities as
functions of the two descriptors, which were conveniently used
to search for new alloy catalysts of extremely low CO
selectivity, based on the interpolation concept of adsorption
energy. As a result, the Cu3Pt alloy was identified to be one of
the potentially interesting catalyst materials.
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